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Abst r act

Luhmann (1984) defined society as a comuni cation systemwhich is
structurally coupled to, but not an aggregate of, human action systens. The
conmmuni cati on systemis then considered as sel f-organi zing ("autopoietic"),
as are human actors. Conmuni cation systenms can be studied by using
Shannon's (1948) mat hematical theory of communication. The update of a
network by action at one of the local nodes is then a well-known problemin
artificial intelligence (Pearl 1988). By conbining these various theories,
a general algorithmfor probabilistic structure/action contingency can be
derived. The consequences of this contingency for each system its
consequences for their further histories, and the stabilization on each
si de by counterbal anci ng nmechani sns are di scussed, in both nmathematical and

theoretical terns. An enpirical exanple is el aborated.
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THE PRODUCTI ON OF PROBABI LI STI C ENTRCPY

I N STRUCTURE/ ACTI ON CONTI NGENCY RELATI ONS

The enphasis on "self-referentiality" and "autopoiesis” in
soci ol ogi cal theory enables us to use nodels from evol utionary biol ogy for
the anal ysis of social systens and their devel opnents. Additionally,
Luhmann (1984) proposed that society can be considered as constituted not
of human bei ngs, but of conmunications. This makes the study of social
phenonena accessible for the mat hematical nodel ling of conmunication
patterns by neans of Shannon's nathenatical theory of comunication
(Shannon 1948). Luhnmann (1984; 1990), however, elaborated this enpirica

perspective only with qualitative reference to evolution theory.

Soci ety as a system of communi cati ons

O course, communications are generated by human bei ngs and have to
be understood by human bei ngs, but Luhmann's soci ol ogy defines society as
the network which is added to the actors as the nodes. The network differs
in nature and in operation fromthe individual systens: individua
"consci ousness systens" process thoughts on the basis of perceptions; while
soci ety processes conmuni cations. The two systens are coupled structurally,
i.e., they presuppose each other in the operation, but the one is not an
aggregate of the other. In addition to the four billion or so people who
performtheir own self-referential |loops (e.g., "thinking"), society is
al so a system This system comunicates with the actors at the nodes in
terns of co-variances, while it exhibits auto-covariance in the remaining

variance during any discrete tine period. The social systemis therefore



self-referential. (Wether self-referential social systens are also self-
reproducing and reflexive, and therefore "autopoietic," renmmins anot her
enpirical question (cf. Teubner 1988; Leydesdorff 1993b).)

In nbdern societies, comunications are functionally differentiated.
For exanple, one can conmuni cate through market-transactions in the
econony, or through love in personal relations. On the one hand, the focus
on conmuni cati ons nmakes the theory of synbolic generalized comunication
nmedia (cf. Parsons) the starting point for the devel opnent of the special
soci ol ogi es (Luhmann 1982, 1988, and 1990). On the other hand, the
refornul ation of the unit of operation with reference to the conmunication
system -instead of exclusive reference to the discrete actors--bridges the
gap with synmbolic interactionismas the other great tradition in Amrerican
soci ol ogy (Luhnmann 1975; Leydesdorff 1993c).

When the systemis functionally differentiated, the structura
coupling between actors and the social conmunication system nmay take
different forns in the various subsystens. However, these forns are
functionally equivalent, and thus we may expect that the structure/action
contingency relation can be studied in terns of one underlying genera

algorithm (cf. G ddens 1979; Burt 1982).

The mat hematical theory of conmuni cation

Shannon (1948) deliberately chose to define information so that it
woul d correspond with Boltzmann's (1877) definition of entropy in
t her nrodynami cs. In theoretical biology, evolutionary processes are
increasingly studied in terns of non-equilibriumthernodynamcs, i.e., as
entropy generating processes (e.g., Brooks and Wley 1986). Although
Shannon' s definitions have been controversial in the context of
t hernodynamics (e.g., Brillouin 1962; Wcken 1987), they have been |l ess so

when applied to social phenonena (e.g., Georgescu-Roegen 1971; Theil 1972;



Kri ppendorf 1986). The social sciences anal yze variances: the variance of
distribution is expected to contain information which is part of the
uncertainty in the systemwhich exhibits the variation. This uncertainty
can be considered as probabilistic entropy (cf. Bailey 1990).

At the technical level, it is possible to devel op a continuous
version of infornmation theory using integral calculus (e.g., Shannon 1948;
Theil 1978). However, for social phenonena the original, discrete version
(which is also mathematically sinpler) is nore adequate, since actions are
di screte instances. Measures of information theory in this discrete form
are conposed of sigmas, which allow for the systematic study of the
processes of aggregation and di saggregation, and for the effects of
groupi ngs. Additionally, since the neasures are non-paranetrical and based
only on probabilities (i.e., relative frequencies), neither the
di mensionality of the problemnor the neasurenent scale is inhibitive (see
al so: Krippendorff 1986). Information theory can be devel oped in order to
integrate static and dynamic forns of analysis (Theil 1972; Leydesdorff
1991).

Let me now i ntroduce the nost inportant formul as.

If we define h as the information content of the nessage that an event has
occurred, then the expected infornmation content of the distribution of a

variable with relative frequency p, can be witten as:

H= 3 p * h (1)

By using Shannon's (1948) classical function for information

(h, =%og(1l/p)), we my wite:

H= - 5 pilog P, (2)



and for the multi-variate case

H= - 3 Ej Z, Pii« IOg Pii« (3)

As with chi-square, H can be used as a neasure of the association
anong vari ables. The overall uncertainty for two variables x and y, H(x,y),
is equal to H(y) plus the anmobunt of uncertainty which x adds to it, given
the uncertainty iny, i.e., H(x|]y). (See Figure 1 from (Attnaeve 1959) for

a visual representation.)
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Ther ef or e:

H(x,y) = Hy) + H(x|y) (4)

The mutual information or transm ssion between x and y i s consequently

defi ned as:

T(x,y) = H(x) - Hx[y) = Hy) - Hylx) (5)

This is the reduction in the uncertainty of the prediction of x, given
know edge about the distribution of y.
Wiile "delta chi-square" does not have a clear interpretation,' the

deconposition of H (and I, below) in terms of the contribution to the



uncertainty of each of the conponent cells (or subsets) is
straightforward.'' Additionally the followi ng fornula can be derived for

t he di saggregation of Hinto g groups (Theil, 1972):

H=H + 3 P, * H (6)

H is a neasure of the uncertainty anmong the groups g, or in other
words, a neasure of the specificity of the distribution of the rel evant
variabl es within the groups.

On the basis of the above definition of information, it can be shown
(see, e.g., Theil 1972) that if we have a system of nutually exclusive
events, E, with prior probabilities p,, then the expected infornmation
content | of the message which transforns the prior probabilities p, into

the posterior probabilities q, is given by the foll ow ng expression

=3 q *log (q 7/ p) (7)

Correspondingly, for the nulti-variate case, the expected information
content of the nessage transformng the prior probability distribution p

ijk

of events into the posterior probability distribution g is equal to:

ijK?

I = 5 2j 5y qijk * IOg (qijk/ pijk) (8)

Al t hough overall | >=0,"" A\ | can becone negative for a termif g < p."
(O course, A\ Hin fornula (2) is always >= 0.) Furthernore, in the
dynam c case the grouping rules anong | evels of aggregation are sonewhat
nore conplex than in the static case (cf. Theil 1972).

However, in principle, the two fornmulas, i.e., for Hand |, provide

us with a conplete framework for the devel opnent of a set of nethodol ogies



equivalent to nulti-variate analysis and to tine series analysis,

respectively (Leydesdorff 1991)."

The structure/action contingency rel ation

Let A be a structure and B a distribution of actors such that at each
nonent in time the actors will take action given this structure; thus, Bis
condi tioned by A when it operates. Action which can thus be defined as B| A,
has an inpact on structure A only in instances thereafter. (See Figure 2

for a visual representation.)

t=t(1) t=t(2) t=1(r)
Structure(t) - =  Structure(t?) : Structure(tn)
Action(t1) Action(t2) Action(tn)

Structure (A) can al so be considered as a network of which these
actors (B) are the nodes (cf. Burt 1982). At each nmonment in tinme, the
network conditions all the actors; if action takes place at any node(s),
this conditions the network at the next monment."' This nodel can be easily
generalized to the nodel of parallel distributed conputers (see al so: Pearl
1988; Leydesdorff 1993c): each actor is conparable to a |local processor
whi ch acts on the basis of its own programe given the conditions set by

the network; while the operation of the network, which operates according




toits own progranme, is conditioned by the sumtotal of the previous
actions.

Let us now describe these systens in information-theoretical terns.
Structure A, which is expected to contain H(A) at tine t conditions at that
nonent action(s) at B. Action can therefore be expected to contain only
H(B| A), information. At the next noment (t + 1), structure Ais informed by
t he nmessage that action(s) at B has/have taken place, and therefore the

systemthereafter contains an uncertainty H(A| B) In a later section |

t+1"
deconpose this a posteriori infornmation content in the information contents
of the a priori systens (A and B| A, respectively), but let ne here first
focus on the dynam cs of the nessage that action has occurred.

By using equation (7), we nay wite the information content of this

nessage as foll ows:

I iwe: = 2 q(AIB) * log{ q(AIB) / p(A)} (9)

in which = gq(A B) represents the a posteriori state of the structure (A
i.e., after action (B) has occurred, while p(A) describes the a priori
probability distribution. In other words: this fornula expresses the

i nfornmati on content of the nessage that the structure has self-
referentially to update its information content since actions at the

net wor k nodes B have occurred.

Since, according to the third | aw of the probability cal cul us:

P(A and B) pP(A) * p(BlA) (10)

pP(B) * p(A B) (10")

we nay also wite:



p(A) * p(BlA)
pP(Al B) = (11)

p(B)

This is known as Bayes' Fornula, and expresses the a posteriori probability
as a function of the a priori ones. Indices for a priori (t) and a
posteriori (t + 1) probabilities can be witten as foll ows:

p(A), * p(BlA),
P(Al B) ., = (11')

p(B),

or equivalently, and using q as indicator of the a posteriori probability:

q(Al B) * p(B)
p(A) = (12)
p( Bl A)

Substituting (12) into (9) one obtains:

I(AIB., : A) = 2 q(AIB) * log{ p(BlA) / p(B)} (13)

This formula can also be witten as the difference between two | ogarithns:

lwe:n = 2 a(AIB) * log{ q(AB) / p(B)} +

- 2 q(AIB) * log{ a(AB) / p(BlA)

= I(A|B: B I(A|B: B A) (14)



This difference is equal to an inprovenent of the prediction of the a
posteriori structure: the expected information content of the nessage that
Ais conditioned by B (left-hand side of the equation) is equal to an
i mprovenent of the prediction of the a posteriori distribution (3 gq(A B))
if one add to one's know edge of the a priori distribution (2 p(B)) the
i nfornmati on about how the latter distribution was conditioned by the
network distribution (3 p(B|lA)).

The crucial point is the inplied shift in the systens of reference in
formula (13). (This possibility is an analytical consequence of the
dynam c, and therefore non-trivial interpretation of Bayes' Fornul a above.)

The right-hand factor of the right-hand term i.e., (2 p(BlA) / p(B)) in
formula (13), describes the instantaneous conditioning of action by
structure at tine t, while the left-hand factor refers to the description
of the network after action, i.e., % q(A B) at the next nonent. Therefore,
the fornmula explicates how action at the nodes and the network are
conditioned nutually and dynam cal ly.

In other words: if one initially (at tine t) had know edge only of
the distribution of the nodes, i.e., the actors (z p(B)), and then becane
inforned of how, at this nonent, action at the nodes is distributed given
the network (s p(B|A)), fornulas (9) and (13) teach us that this provides
us with the sane expected information (1) about the network distribution
given the nodes at t + 1 (i.e., the a posteriori distribution), as does the
nessage that the network distribution is conditioned by the nodes. The
i mprovenent is equal to the prediction based on the a priori network. Thus,
one can study the coupled systens fromeither side, but one learns only in

terns of their interaction.
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Interaction, conditionalization and the "freedon of each system

Let us first focus on the interpretation of the a priori systemwhich
can be described with £ pg./pPg (in the right-hand factor of fornula (13)).
Qoviously, this is a ratio; the denom nator can be considered as a
normali zation termfor the size of the action systemin terns of the nunber
of actors involved. "

If the actions are independent p, = %, Py, and in this case:

p(B|A)/ p(B) = p(B|A) / 1N p(B|A) (15)

In qualitative terns this nornalization nmeans that a structure A as a
self-referential systemcan only incorporate information in terns which
have been conditioned by itself, and which have been normalized. For
exanple, in a denocracy as a normati ve system the independence of votes is
assuned, and the system accepts a decision with 51%in favour, regardl ess
of whether the total nunber of voters in the systemwas a hundred or a
mllion. Secondly, for exanple, a theoretical systemlike Newtonian
nmechani cs cannot accept the upward notion of a plunme as counter-evidence to
the laws of gravity, since the only relevant action is to produce evidence
whi ch can be nade available to it inits own theoretical terms. In the case
of a theoretical system this nornalization obviously refers also to the
statistics.

Note that the normalization is symetrical in A and B

p(B|A) / p(B) = {p(B|A) * p(A)} / {p(s) * p(A)} =

11



p(Aand B) / p(A) * p(s) (16)

What has been said of structure, is thus also true of action insofar
as action is to be considered as a system |If actions, however, are not
i ndependent in a systemof actions, equality (15) no |onger holds.

Actions can be coupled in a system (the actor), and this system can
be "autopoietic" or not, dependent upon the formof the coupling. In other
words: there are various ways in which actions can be aggregated. An action
systemis autopoietic if the actor is an individual who relates the actions
internally. For exanple, if a scientist first nmust do research and only
then can publish it, there is additional uncertainty created wi thin his/her
system since there are various ways in which the two acts can be rel ated.
Anal ogously, if there are (feedback) rel ations anong actions by different
actors in an organi zation (e.g., in a research community or a departnent),
this systemcan have a nore systematic inpact on the relevant structures
(e.g., the scientific conmmunication system), since the assunption of
i ndependence anong the actions is no longer valid. | return to the issue of
t he generation of uncertainty and redundancy by other actors in a |ater
section.

In summary, a self-referential structure does not nerge with the
uncertainty in the events within its environnent, but only with the
uncertainty which it has previously conditioned within its environnent, and
after normalization for the size of the events. In other words: structure
and action exchange infornmation only insofar as they are coupled, and only
to the extent that the other systemis perform ng above or below the a

priori expectation.
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However, how B is conditioned by A does not informus about how A is
conditioned by B, but only about their "nmutual information," i.e., the
extent to which the conditioning reduces the renmining uncertainty.

Know edge of this (static!) transm ssion between action and structure
reduces the uncertainty in the transm ssion at the next monent. The
remai ni ng uncertainty in A (or B) remains always underdeterm ned (i.e.
"free"): each systemcontains its own total uncertainty, on the basis of
which it enters self-referential loops in which it conditions the actions
whi ch generate relevant information for it. After the cycle (a posteriori)
the fact that a specific interaction with B has occurred belongs to the
history of A(i.e., "is a given for A'"). | shall showin a later section
that this necessarily adds to the information content of A (i.e., by naking
history, A increases its probabilistic entropy). However, the systenis
uncertainty can increase only to the nmaxi mal anpbunt of uncertainty it can
contain, which is equal to the logarithmof its elements (log n,).

The freedomof the two systens with respect to each other can al so bhe
seen mathematically on the basis of another interpretation of the (above
noted) quotient between p,, and p,. As noted the two factors refer to
"actions" and "actors", respectively. The difference between the two
factors (p, - Pgsy) COrresponds with that part of the uncertainty in B
which is determned by A At any nmonent, knowl edge of the uncertainty in
the network inmproves our prediction of the uncertainty at the nodes of the
network, but only for the part of the transmssion, i.e., Hy - Hy, ( =
T.) (see also Figure 1). It informs us only about the static transnission
at that nonment, i.e., about the inpact of the vertical arrowin Figure 2,

whi ch indicates the instantaneous conditioning of actors by structure (cf.

13



G ddens 1979). However, the other part of the uncertainty (H,,) remains
preci sely undetermned by this conditioning, since it is only conditioned
by it. Mitatis nutandis the sane holds true for H,,.

Apart fromthe question of whether the actions are i ndependent (i.e.
whet her equation (15) holds), the general algorithmfor action/structure
contingency relations (equation (13)) is necessarily true. The operation of
the action system (e.g., actors) generates new information for structure,
but the information adds to that part of the uncertainty in structure which
is determned by this action system and not to the remaining uncertainty.
Therefore, left alone, two coupled systens woul d i ncreasingly co-detern ne
each other. However, in a nulti-actor system other actions can add
information to structure meanwhil e, and thereby change the
conditionalization. The synchronization of the relevant actions by
structure leads to Markov chain transitions as a special case.

In summary: action pre-sorts information for structure, while it is
itself conditioned by structure. However, the total infornation content of
structure is independent of action: each systemremains "free" at each
nonent in time. The inprovenent in the prediction is based only on the
| ocal interaction. Furthernore, because of the sigma in the algorithmthe
i nprovenents are additive, and can therefore al so be deconposed into single

actions or subgroups of actions.
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Enpirical exanple

As noted, the resulting inprovenent in the prediction of A at the
|ater noment is analytically due to the nmutual information between A and B
at the earlier nonent. It is an evaluation of how nuch our know edge of
this transm ssion at the earlier nonent inforns us about the conditioning
at the later nonent. If there is conditionality in the (static)
probabilistic relations between A and B, there is necessarily al so dynamc
coupl i ng.

If the systens A and B are conpletely coupled in one operation, the
I

is equal to | since the relations are symetrical in A and B

(AIB: A (BlA: B)?

However, if each of two systens pursues its own respective operation, the
effects of their boundedness by each other will be asymmetrical. Since
can al so be used as a neasure of the quality of the prediction, the
formulas allow us to devel op a neasure of whether (and to what extent) the
one type of data in enpirical research on structure/action contingencies
represents structure, while the other represents action, or vice versa. One
can al so easily inmagine designs in which what is action at one nonent in
time will operate as structure at a |later nmonent. Methodol ogically the two
per spectives provide symetrical tests, just as they do conceptually in the
i dea of a "nmutual shaping" of structure and action by one another

For an enpirical illustration, et me use the transaction matrix of
the aggregated citation data of 13 nmajor chem stry journals anbng each

other. These matrices can be easily conpiled using the Journal Ctation

Reports of the Science Citation Index.'* | shall use the 1984 matrix for the

15



journals listed in Table 1 as the a priori distribution, and the 1985 one
as the a posteriori distribution

In each year, the matrix contains a "being cited pattern"” that can be
taken as structure, and the "citing" side can be considered as action. By
citing one another the journals reproduce structure in a subsequent year
Since the citation matrix contains information with respect to both the
cited and the citing dinmension, it should provide us with an opportunity to
make predictions about this reproduction of structure.

In 1984, we can conpute the (static) transm ssion between the "cited"
and the "citing" side of this matrix by using fornula (5). The expected
i nformati on content of this nessage is 964.17 nbits of infornmation. For
1985, this nutual information is 972.48 nbits, i.e., 8.31 nbits nore.
However, in the dynam c nodel (i.e., by using formula (13)) we find an
i mprovenent in the prediction for 1985 to 969.73 nhits on the basis of 1984
data.” This nmeans that 5.56 nbits of the 8.31 nbits change in the
transm ssion (or 66.9% can be attributed to the previous transmssion. In
other words: the increase in the coupling is above expectation. (One reason
for this may be that there occurred, for exanple, a grouping anong the
cited into a structure or feedback anong the citing journals.)

Since the operations of "cited" and "citing" are nutual in this
universe of 13 journals, this result remains the same when the matrix is
transposed. The two systens are conpletely coupled, since there is only one
operation, viz. citation. However, in the parallel and distributed conputer
nodel , one nmay al so assune a conmuni cati on system between the cited and the
citing journals, in which the operations are nediated by the network, and

thus in principle asymetrical. In this case, one needs an independent
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operationalization of structure in the conmunication system e.g., in terns
of the eigenstructure of the matrix. Note that the eigenstructure of an
asymmetrical matrix is asymmetrical indeed.

In order to keep the analysis sinple, |et us nake the (reasonable)™
assunption that this set of 13 journals can be grouped in three sets,
nanel y: one of inorganic chem stry journals, one of organic chem stry
journals, and one of journals which belong to the specialties of physica
chem stry and chem cal physics. (The attribution of the journals to these
groups is given in Table 1.) This provides us, in a second research design
with a matrix of three cited clusters which represent the cited structure
and 13 citing journals which represent action. At a third level, we may
then also group the citing journals, and anal yze the three by three matrix
whi ch represents the interaction between the presuned cited and citing
structures.

As above, on the basis of the 1984 matrix we can make a prediction of
the transnmission in the 1985 matrix. In the case of the asymmetrical matrix
of three cited journal groups versus 13 independent citing journals, the
actual transmission is 726.75 nmbits in 1984 and 732.23 nbits in 1985.*" The
prediction on the basis of 1984, is 731.81 for 1985, i.e., the prediction
now covers 92.3% of the 5.48 nhits increase in the transm ssion (as agai nst
67.1%in the previous case).

If we subsequently assunme that the citing action is not independent
but conpletely grouped into the same three groups as the cited structure,
the transmission is 669.33 nbits in 1984, and 672.43 in 1985. Now t he
prediction on the basis of 1984 is 673.02 nbits, which is 19.0% nore than

t he observed increase in the transmssion in 1985. Ooviously, the

17



assunption of conplete grouping on both the cited and the citing side
overesti mates the structural coupling. ™"

In summary: | have el aborated here only an el ementary nodel as an
exanple. It is crude, anong other things, since | did not allow for nore
groupi ngs than the one into three groups, and | assuned that the one-year
di fference was an adequate tinme-scale. However, within this nodel a fit

larger than 0.92 is obtained if we assune that the cited side is

structured, and that on the citing side the journals behave independently.

Consequences for the history of the coupl ed systens

The i nmprovenent in the prediction by action (fornula (13)) is
necessarily positive, since it is equal to the nessage to the systemthat
action has taken place (i.e., fornula (9) above); and this latter fornula
can be shown to be necessarily positive (Theil 1972, pp. 59f). Therefore,
the prediction of "structure given action" at the later stage is al ways
improved if we know how structure conditioned action at the previous stage.
In each cycle, there is an increase of expected information content, since
the new (larger) value H,, will be the initial value (H,) for the next
cycle. Therefore, a structure/action contingency produces probabilistic
entropy, and thus nakes possible a history.™"

Let me focus here on what it nmeans theoretically and formally to say
that structure gains probabilistic entropy by action. Intuitively it neans
that structure becones nore uncertain by action. Action incessantly adds to
the uncertainty which prevails in the network. One can reduce this
uncertainty only by the introduction of redundancy. (|l return to this

latter option in a later section.)
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How does the generation of uncertainty work? Let

posteriori information content
added. After a given event,

witten as foll ows:

H(AI B) =

By using Bayes' fornula, we can

into the a priori

t he total

T e * 109(0,s)

evaluate this a posteriori

us deconpose the a
ones, and see what is

uncertainty in the structure can be

result intoits

a priori components, as follows:
p(A) * p(BIA) . p(A) * p(BIA)
H(AlB) =- 2 IOg{
p(s) p(B)
=- 32 [p(A) * {p(B|A)/ p(B)}] * [ lOg{ p(A)} + IOg{ p(B|A)/ p(B)}]

(See a previous section for the
system)
H(A|B) = 2 Py * 1 og{ p(A>}

S Py ¥ 109{Pesy! Pt

H<A) + H(BIA)/(B)
S Py ¥ 109{Pesy! Pt

H<A) + H(BIA)/(B)
S Py ¥ 109{ds! Pyt

interpretation of {py, / pg as an a priori

S {Pea! Pt * 109{Pga/ Pet +

- {p(B|A)/ p(B)} * lOg{p(A)}

- {p(B|A)/ p(B)} * lOg{p(A)}
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- X {p(BlA)/ p(B)} * |Og[Q(A|B)/ {p(BlA)/ p(B)}]

=H,y, * Hone
+ 3 p(A) * lOg{p(A)/ q(A|B)}

+ 2 {Pea! Pt ¥ 109[{Pgn! P} ! Aasl (17)

Thus, the total uncertainty of the systema posteriori is equal to
the sum of the uncertainties of two a priori systens (A and (B|A)/B) plus
the sum of the information val ues of the nessages that these systens have
nerged into one a posteriori structure. The sum of these two additiona
ternms™ is equivalent to what may al so be called the "in-between" group
uncertainty (H) upon deconposition of the total uncertainty in H, and
Hewi - Note the anal ogy between "later” and "nore aggregated': both
contain nore uncertainty. However, this "in-between group"” uncertainty is
conposed of two ternms: the difference which it nmakes for the one a priori
subset in relation to the a posteriori set, and the difference it nakes for
the other. An update cycle affects two (or nore) a priori systemns
asymetrical | y!

In the above fornula, | deconposed the a posteriori expected
information content H,, into its various parts, which were given a nmeani ng
(on the right-hand side of the equation) in terns of the a priori states of
the respective systens. Let ne note that this is paradoxically what
Bayesi ans al ways do, although they use a different rhetoric. The Bayesian
franme of reference is not the a posteriori situation, but the a priori one.
For exanpl e, the Bayesi an phil osopher asks what it means for the prior

hypot hesi s that a pi ece of evidence becones avail able (see, e.g., Howson
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and Urbach 1989). That the hypothesis (or, anal ogously, the subjective
belief) itself may have changed, and thus no | onger be the sane hypothesis,
is for himher usually of little concern. The Bayesi an, however, is not
interested in the further devel opnent of the a priori stage into the a
posteriori one thanks to the new evidence, but only in the corroboration or
falsification of the a priori hypothesis (see al so: Leydesdorff 1992b).
From a soci al science perspective, however, one is interested i n what
happened enpirically, and not only in what this neans in terns of the

previ ous stage. However, explication of the neani ng of what happened in
terns of what was a priori adds obviously to the redundancy, and therefore
has a positive function for the reflexive understanding. Note that sone

aut hors have wi shed to reserve the term"information" for denoting this
(human) neg-entropy (e.g., Brillouin 1962; Bailey 1990), in contrast to

probabilistic entropy or noise.

Redundancy in social systens

It is counter-intuitive that the structure/action contingency would
generate only uncertainty. "Structure" is usually believed to reduce
uncertainty for "action". However, because of the equation between
uncertainty, entropy and information in the Shannon/Luhnann paradi gm we
nust al so redefine what is neant precisely by this reduction of uncertainty
by structure (or action) in social systens.

In general, reduction of uncertainty is possible only when (Shannon-
type) information is relatively annihilated by an increase in redundancy.
Redundancy is defined as the conplenent of the expected infornmation content

of a systemto its maximal information content. Since necessarily H,, <=
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Hg, the conditioning of the actors by structure in action reduces
uncertainty. However, as shown in the previous section, action subsequently
adds to the uncertainty that prevails in a structure.

Until now, we have largely concentrated on the nodel of one action

systemB in relation to structure A However, all other action systems (C,

D, etc.) conditionalize structure as well. By using the sane equation, it
will be clear that these conditionalizations lead to a further reduction of
the uncertainty in the structural system Wether this will have an effect

on the action system B depends on whether the redundancy is generated in
that part of the infornmation content of structure A which is transmitted to
this action system(i.e., H, - H,) or in the renmainder of the uncertainty
in A(i.e., Hyg). In the latter case, this redundancy will have no effect
on B as an actor, while in the forner case the reduction of the uncertainty
for actor B by structure A (i.e., H, - Hg,) in the action will be smaller
than without the redundancy by the other actor. Therefore, H, and H,, wll
be nore equal; the log-factor in the algorithm(i.e., fornula (13) above)
will be closer to zero, and the inpact of action upon structure will thus
al so be smaller.

In summary, the redundancy brought about by other actors may either
be irrelevant for each single actor or may reduce the determ nation by the
system i.e., nay free the individual actor nore fromthe system but by
the sane token then it al so reduces the inpact of his/her actions on the
system

Let me denonstrate this with the exanple of a famly as a social
system and of two parents and two children as actors. The naxi nal

information content of this fanmily systemis ?log(4) = 2 bits. Enpirically,
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famly life is usually structured, and thus the actual information content
of the systemw |l be |ower.

Now, | et us begin with an action by one of the neighbours. This
cannot affect this famly systemdirectly, since the neighbour is not a
menber of it: it can only affect the systemif it either induces action by
one of the menbers of the famly for reasons which lie within the context
of this system i.e., at the higher level of howthis systemis integrated
in, e.g., the neighbourhood-system The action by a nei ghbour generates
redundancy i n the nei ghbourhood-system and thereby reduces the overal
uncertainty in which the famly-systemhas to operate. This redundancy nmay
be partly transmtted to individual nenbers of the famly to varying
degrees. One may wish to call this "social control"

Not e that at the nei ghbourhood | evel we can either attribute
transm ssions directly to individual actors or use grouping rules (by using
formula (6) above). In this case, sone uncertainty can also be attributed
to the "in between group” uncertainty.

Wthin the famly system the children can, for exanple, argue wth
each other. This as an action adds to the entropy of this system Each
parent can try to intervene in this argunent, and may successfully change
the course of action of each of the children. If so, this parent reduces
uncertainty for the children by using his/her inpact on the fanily
structure in order to conditionalize this systemso that it affects the
child' s roomfor action. However, at the sanme tinme, this action al so
necessarily contributes to the overall uncertainty in the fanily system
(The restriction may, for exanple, be anbi guous.) The paradoxica

consequence is that the parent can only reduce the child' s roomfor action
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by adding to the uncertainty of the famly system and by thus giving the
child nmore freedomas an actor, i.e., reducing its determ nation by the
system and thereby reducing its expected inpact on the system

However, if the parents go away, they may take all kind of decisions
whi ch then heavily influence the further devel opnment of this fanmly system
However, these actions cannot affect the child' s roomfor action at the
sanme nmonent. First, the famly systemhas to be updated with the
i nformati on content of the nessage of these parental actions. The effect of
the update may affect the roomfor the children to argue with each other or
not. For exanple, the decision to add another elenent to the system i.e.
to take on a third child, undoubtedely enlarges the future possibilities to
argue, since it extends the nmaxi mal entropy of the system

The need for an update before a change in the relations can be
achi eved points to another inportant mechani smof reduction of uncertainty
in social systens: a priori structures hold as long as they are not
updated. In the neantinme a |lot of entropy may have been produced within the
system but this new information cannot intervene in the relation of each
i ndi vidual actor to the system before the update. Since the individua
actor is conditionalized by the prior state of the system (s)he has to
cope with less uncertainty than if (s)he had to take all available
information into account. Thus, information nay even have been destroyed
(e.g., as a result of the generation of redundancy by another system
before the systemis updated.

This mechanismis particularly useful for an understandi ng of the
working of a functionally differentiated system In this case, the tota

i nfornmati on content of the social systemis disaggregated in accordance
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with specific grouping rules, with the consequence that an actor in one of
the subsystens is confronted only with that part of the uncertainty which
is of special relevance to hinmfher in this subsystem The subsystemis
provi sional ly shi el ded agai nst perturbations in the environnent. However,
fromtine to tine the systemhas to be updated. Then, the disaggregation
may change correspondingly, and the actor will be conditionalized by a new
set of structural arrangenents.

In ny opinion, along these lines we can also gain a better
under st andi ng of the nmeani ng of G ddens' (1979) notion of "the duality of
structure". Structure, according to G ddens (1984), is a "set of rules and
resources" which is recursively inplicated in action. However, G ddens
acknow edges that in society there are various "structures" which are

therefore defined as "rul e-resource sets."” Cbviously, each of theminplies
a specific grouping of the overall uncertainty. This |leads to the reduction
of uncertainty for social action within each subset. Institutionalization
and routines can serve as neans for the inposition of this redundancy.
However, after the action(s), i.e., a posteriori, the systemand the
rel evant subsystens have gained in entropy. Therefore, the deconposition
may al so have to change. However, the shielding now works as a delay. A
posteriori there is necessarily nore uncertainty in conparison with the
situation in which the a priori demarcations were nmade, but the system does
not have necessarily to update. G ddens' problemof the "duality of
structure" can now be considered as the problemthat the systemhas no
yardstick to evaluate this change other than its prior organization, while,

as noted in the previous section, the additional uncertainty cannot be

fully explained in terns of the a priori uncertainty, since a posteriori it
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i ncludes the information content of the nessage that each system has gone
into the a posteriori state. Since these nessages are asymmetrical for each
system the system cannot oversee how nuch uncertainty is generated
overall, but only that part to which it can recur. It therefore has to

deci de whether it wishes to naintain the previous organi zation of its
identity under the risk of not incorporating as much uncertainty as it

m ght be able to contain after an update, or risk losing its (recursive)
identity. In summary, a central question for social and evol utionary
systens is whether or not it is tinmely for an update.

The continuous creation of uncertainty inits contingent relation
requi res counterbal anci ng nechani sns to stabilize each system The
reduction of uncertainty by the introduction of redundancy, reflexively
reinforced by giving specific parts of the a priori infornmation content
synbol i c neaning, plays a crucial role here. However, the issue of how
soci al and psychol ogical stability are maintained under pressure fromthe
conti nuous rel evance of events in structurally coupled systens goes beyond

the limts of this study.
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Redundancy on the side of actors

Simlarly, human actors are self-referential systens which have to
integrate in one way or another the information contained in the nessage of
any event which is a result of their interaction with a relevant soci al
structure. Again, the uncertainty can only be integrated after proper
normal i zation, and in terns of the systemitself. In order to understand
t he communi cation, the uncertainty has to be processed internally by giving
it aneaning in terns of the actor system To give nmeaning is therefore a
reflexive action, i.e., it is an action internal to the actor system In
this action, the incom ng uncertainty is again eval uated agai nst preset and
recursive standards, i.e., the information content of the primary
observation is observed in a second-order cybernetics. However, in this
case the organization is not a grouping of the total uncertainty in terms
of a differentiation, as in the case of society, but in terns of the
reflexive identity of the actor(s).

How actors reflexively give neaning to incomng uncertainty, is in
itself the subject of psychology (cf. Luhmann 1984). However, the nechani sm
of bal anci ng between redundancy and variation which | described above for
soci al systens nust have its cybernetic analogon in the action system
since it has survival value. The structure/action contingency necessarily
generates uncertainty; and both of the systens involved in this contingency
relation have to provide nechanisns for selection and stabilization
O herwi se, they would rapidly disintegrate (i.e., becone chaotic), and thus

no | onger be able to reproduce thensel ves as systens.
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Concl usi on

The algorithmwhich | specified in this article only teaches us about
the uncertainty which beconmes avail able through interactions in the
contingent relations between "structure" and "action". How this interaction
is integrated can only be answered within the framework of respectively a
t heory of communication, i.e., a sociology, and a theory of the actor
i.e., a psychology. There is still a great difference beteen a single
general algorithmfor structure/action contingencies and a general theory
of social action.

However, the derivation of this one algorithmand the discussion of
its various consequences for the interacting systens el ucidates the power
of the newly energing cybernetic paradigmin sociology. The inplied
"Gestalt switch" consists of two central elenments: Shannon's (1948)
equation of information with uncertainty (see, e.g., Hayles 1990), and
Luhmann's (1984) understandi ng of society as an "autopoietic" comunication
systemwith its own forns of organization (e.g., functiona
differentiation), and which is analytically different from (but
structurally coupled with) the organization of individual actors as
aut opoi etic systens (cf. Leydesdorff 1993b). One purpose of this study has
been to show that the inplied problens can consistently be brought down to

the | evel of puzzles which can be sol ved.
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Table 1
13 Jjournals wused for the construction of an aggregated journal-journal

citation network

journals: grouping:

Chemical Physics chemical physics
Chemical Physics Letters chemical physics
Inorganic Chemistry inorganic chemistry
J. of the American Chemical Society organic chemistry
J. of Chemical Physics chemical physics

J. of the Chemical Society- Dalton Transactions inorganic chemistry

J. of Organic Chemistry organic chemistry
J. of Organometallic Chemistry inorganic chemistry
J. of Physical Chemistry chemical physics
Molecular Physics chemical physics
Physical Review A chemical physics
Tetrahedron organic chemistry
Tetrahedron Letters organic chemistry

* A previous version of this paper was presented at the Joint EC/ Leiden Conference on

Sci ence and Technol ogy Indicators 1991 (cf. Leydesdorff 1993a).

i.l use the binary base of the logarithm throughout this study, and therefore express

the information in bits.
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ii.Strictly speaking, chi-square tests only independence; it provides little
informati on about the strength or form of the association between the two

vari abl es.

iii.The so-called likelihood ratio chi-square (L* = 2 g3, 5 Ry In (R, ﬁ”) is equally
deconposable into interpretable parts that add up to the total. This neasure is
in essence an information-theoretical fornulation of the chi-square. See also

Kri ppendorff (1986).
iv.For a proof see Theil (1972, pp. 59f.).

v.In the case of g = p, no information is added or lost; since the log(l) =0, |
vani shes. Note that a zero in the prior distribution would make a non-zero val ue
in the posterior distribution a conplete surprise, and therefore, | -> 4. See

al so: Leydesdorff (1990 and 1992a).

vi.For a further el aboration of the relations anbng statistical deconposition analysis,
regression analysis, and Markov chain analysis, the reader is referred to Thei

(1972).

vii.Even if action fails to take place this nmay also condition the network. As we will
see below, structure nornalizes action, and therefore contains an expectation
value. Note also that action may lead to a null-nessage, i.e., to a nessage

containing no information. See, e.g., Bertsekas and Tsitisklis 1989.

viii.ln Bayesian philosophy, this term is a normalization constant because of the
| ogi cal conplenentarity of the hypothesis and its negation (see al so: Pearl 1988,

p. 32.)
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ix.ln order to mininze the anmount of expected information content originated by
mssing values in otherwise simlar distributions, | have replaced all mssing

values in this study with the value of five, since this is the cutoff |evel of

the printed edition of the Journal G tation Reports of the Science CGtation |ndex
from which the data were obtained (Garfield 1972). For a further discussion of

this matrix see (Leydesdorff 1991).

X.Note that we can also use formula (13) to conpute the transmssion in a static nodel.

Xi . The sane data were analyzed in nore detail in (Leydesdorff 1991).

Xii.These relatively snmaller transmissions in absolute terns are larger parts of the
total uncertainty in the respective matrices, since the matrices are differently

shaped, and can therefore hold | ess entropy.

Xiii.The assunption of grouping in only the citing action overestimtes the coupling

with 5.9%

Xi v. However, having a history does not inply that this history is always inportant for
| ater devel opnents. For exanple, the system nmay have the Markov property or go
t hrough path-dependent transitions. In such cases, historical information can

lose its relevance for further devel opnents (cf. Leydesdorff 1992a).

Xv. Since these are information contents of nessages about change, they can be shown to

be necessarily positive (see, Theil 1972, pp. 59f.).

34



