® ABSTRACT

The organization of bodies of scientific literature has hitherto been studied
mainly in order to analyze the relations among documents — that is, from the
perspective of information retrieval. The use of words and co-occurrences of
words, however, makes it possible in principle to analyze the relations among
words within documents, and to raise the question of the extent to which it is

possible to reconstruct sciences by means of lexigraphical tools. In this study, |
discuss various ‘network models’ in science studies, using co-occurrences of
words (terms, predicates) as indicators of organization within a scientific text.
This approach is fully explored in the case of one research paper published in
FEBS-LETTERS, at various levels of aggregation — sentences, paragraphs and
sections. The major findings are: (1) the three-dimensional word structure at the
section level cannot be found nor reconstructed at lower levels of aggregation,
however, this structure can be most clearly identified as ‘theoretical’,
‘observational’ and ‘methodological’; and (2) word usage within sentences and
within paragraphs is specific for the position of sentences in paragraphs,
sentences in sections and paragraphs in sections. | argue that words and their
relations can be used as an operationalization of epistemic networks in scientific
literature as conceptualized in the pragmatic tradition in the philosophy of
science, but that one has to add the notion of ‘nested structures’ of networks at
different levels of aggregations , as proposed by the French co-word analysts, in
order to achieve a fuller understanding of the organization of texts.

In Search of Epistemic Networks

Loet Leydesdorff

In our time, science has become a mass-production process of scientific
knowledge in the form of articles, reviews, and books. This
sedimentation of knowledge is organized at various levels of
aggregation: at the very base there are words and combinations of
words, which add up to sentences. Sentences are organized in paragraphs
and sections, which sequence the line of argument within an article.
Articles contain the unit contributions (‘knowledge claims’) of
scientific development and form ensembles which constitute volumes
of journals, archives of specialties and eventually disciplines.

Social Studies of Science (SAGE, London, Newbury Park and New Delhi), Vol. 21
(1991), 75-110



76 Social Studies of Science

In the sociology of science the constitution of knowledge claims has
been the focus of many studies. In most sociological research,
cognitive contexts of scientific practices are usually only indicated
with scientometric means, such as citation patterns, co-citations and
co-words. Alternatively, in philosophical and historical studies of
scientific developments, the emphasis is on interpretative recon-
struction, and not explanation of variance. However, bodies of
literature consist of texts. Textual elements are in principle machine-
readable and statistically analyzable. As increasingly full text data-
bases become available, it becomes increasingly feasible to analyze
substantive variance among articles (and the like) in terms of textual
elements.

This study explores the possibilities of such an approach to the
analysis of texts by using only words and their distributions.' Within
an article, words can be attributed to sentences, paragraphs, and
sections, which also maintain aggregative relations with one another.
If we attribute words to units at these various levels of aggregation,
do we find structure? If we do, what does this structure reveal in
cognitive terms?

Networks of Words

In the sociology of science, articles are often considered as containing
‘knowledge claims’” which need to be incorporated into the structure
of science through a process of negotiation, thereby gaining the
modality of becoming ‘accepted facts’.> However, the notion of a
‘contribution’ or ‘claim’ raises the question of the nature of contexts
in terms of which these ‘contributions’ have to be addressed, or into
which they must be incorporated if they are to become part of science,
and from which eventually they may reinforce or constrain further
developments.*

Different answers have been given to this question in philosophical
and sociological traditions. Recently, in both traditions, the concept
of networks mediating between structure and action had been put
forward.® The concept of a network appeals to sophisticated
methodologies of network analysis; but various methodological
questions arise, if one wants to use such techniques.” For example, in
network analysis, one most clearly distinguishes between on the one
hand, the cohesiveness of cliques (for example, ‘centrality’ and
‘density’ of each element) in the network, and on the other, the
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comparison of relational patterns among elements over the network
— that is, comparisons in terms of so-called ‘structural equivalence’.®
Therefore, the concept of a network may lead to confusion if it is used
as only a metaphor.

Hesse, following Quine,” has specified the ‘network model’ of
scientific theories in the philosophy of science.® The network is
defined here as an essentially linguistic expression of the continuous
integration of observation and theorizing in the sciences.’ In contrast
to the empiricist and rationalist traditions which focus on the
syntactic logic of theorizing (as opposed to observation), the network
1s knitted by ‘words’ — predicates, names of entities — which have to
be understood and used in positions relative to each other." The
distinction between theoretical and observational descriptions is not
one of kind but rather of degree; the pragmatic and nonformal use of
predicates can be observed empirically with respect to the question of
co-occurrence or co-absence.'" As Hesse has put it:

If, however, the claim that [the predicate] is used of theoretical entities in a different
sense implies only that charged elementary particles are different kinds of entities
from charged pith balls, this claim can easily be admitted and can be expressed by
saying that the predicate co-occurs and is co-absent with different predicates in the
two cases. The fact that use of the predicate has different lawlike implications in
relatively theoretical contexts from those in observation contexts is better
represented in the network model than in most other accounts of theories, for it has
already been noticed that in this model the conditions of correct application of a
predicate depend partly on the other predicates with which it is observed to occur."*

Philosophically, this ‘linguistic’ approach is envisaged also as an
alternative to the logico-positivist programme aimed at the recon-
struction of science in terms of logic and observational statements.
Since the tradition of reconstruction of knowledge has also evolved
increasingly towards computer representations of knowledge in
formalized ‘semantic networks’,” T will use the term ‘epistemic’
to describe the non-formal networks envisaged here. Epistemic
networks can thus be defined in general as structures of science which
are retrievable in terms of co-occurrence and co-absence in scientific
texts. In this study, I will focus on the problems involved in the search
for such networks in terms of the co-occurrence and co-absence of
words only.

Hesse — again following Quine — subsequently claims that the
sciences can be studied as knowledge systems empirically by studying
the use of language without a priori assumptions about the difference
between ‘theoretical’ and ‘observational’ textual elements:
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Statements commonly regarded as correspondence rules may in different circum-
stances function as independent theoretical postulates, as theorems, as inductive
inferences, as empirical laws, or even in uninteresting cases as analytic definitions.
There is no one method of bridging a logical gap between theory and observation.
There is no such logical gap."

However, the emphasis on actual language usage raises other
questions. Language usage in texts is one form of discourse, and why
should priority be given to this form above other kinds of discourses?
Since variation in forms of discourse is related to language usage by
scientists, who may use a variety of discursive styles in different
contexts, this problem has become crucial to discourse analysis in the
sociology of science." Gilbert and Mulkay, for example, pointed to
the existence of a ‘contingent’ repertoire in scientific practices, in
addition to an ‘empiricist’ repertoire in presentations and publica-
tions.' However, the question of how actors use language in various
contexts is analytically different from the question of how language is
(re)structured in use."”

The distinction between language and language users was first
addressed as a topic for science studies in the predominantly French
school of the ‘sociology of translation’. In addition to social actors,
‘inscriptions’ were conceptualized initially as actants within a dis-
cursive context which may add dynamics to the process of knowledge
growth."” Unfortunately, the distinction between networks of in-
scriptions as provisional stabilizations of cognitive structures and
networks among social actors has thereafter been abandoned with
the programmatic argument that ‘scientific observation is an activity
in which social and cognitive factors are so intertwined that it is
impossible to distinguish them’."” Accordingly, the notion of ‘hetero-
geneous networks’ of texts and interests was introduced, with a focus
on scientific and engineering practices.” In heterogeneous networks,
the dynamics of the system are assumed to correspond with — and
hence, to be analyzable in terms of the dynamics of — co-occurrences
of words, or ‘co-words’.”!

In addition to the outright violation of the assumption of
homogeneity in the content of the relations among actors in each
network to be analyzed,? which is evident in the very concept of
‘heterogeneous networks’, the argument about intertwined cognitive
and social factors in the laboratory situation should have been
understood as an argument in favour of studying that situation with a
two-factor design instead of using primarily diadic network models;
and the extension of the argument about heterogeneous engineering
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to scientific texts is not justified. One should not rule out a priori that
the dynamics among texts may be different from those prevalent
among social actors at the time they produce these texts.”

In summary, it seems important in science studies to distinguish
analytically and most emphatically among three types of units of
analysis: cognitions, scientists and texts.* The ‘sociology of scientific
knowledge’ focused primarily on the complexities of, and depend-
encies in, relations among cognitions and scientists.” On the one side,
Hesse’s ‘network model” adds the focus on relations among cognitive
units of analysis and language to this programme; she proposes the
study of scientific developments as observed in the co-occurrence and
co-absence of terms in texts, hypothesizing that these will indicate
predicates and theoretical entities. Therefore, her approach to the
structure of science can be called ‘linguistic’. The methodological
question is here, whether and how variance in the cognitive dimension
can be operationalized in terms of textual elements. On the other side.
the basic question in the ‘sociology of translation’ isabcut actors who
build networks in order to create a power base enabling them to
enforce ‘translation’. ‘Co-words’ and ‘inscriptions’ can provisionally
stabilize positions in an ongoing fight for power:™ therefore, the study
of co-word patterns can with hindsight inform us about strategic
options and choices which were available and used.”’” Accordingly,
the search is for ‘co-word’-patterns with respect to their centrality in
scientific debate among texts and/or authors, and not primarily with
respect to their function within arguments or within theory.

Units of Analysis and Levels of Aggregation in Scientific Texts

In addition to the analysis of the function of words and their co-
occurrences in ‘actor-networks’, the proponents of the sociology of
translation have introduced the concept of the sciences as ‘nested
networks’: some words (‘macro-terms’) are more important than
others, since at a higher level of aggregation they may be used as
representations of underlying clusters™ — analogous, for example, to
the way in which actors may behave on behalf of groups in
constituting the state apparatus.” However, as a methodology in this
tradition, the various levels of aggregation are juxtaposed: each
actor-network may be composed of other actor-networks which may
interact, and be compared with other actor-networks at other levels
of aggregation.*
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While the methodological equivalence of units of analysis at
various levels of aggregation may be a fruitful heuristic from the
perspective of theorizing about how power is being negotiated and
constituted in societies — since the heterogeneous entities are
handled as if they were equivalent, they can all be ‘enrolled’ in the
same way — nevertheless, in analysis of texts per se, the level of
aggregation does make a difference. “‘Words’ can at best be indicative
of theoretical entities and predicates; their relations may indicate
lawlike concepts (as argued by Hesse). However, the sciences are
composed of higher-order structures as well, such as theories,
specialties and disciplines, which are unlikely to be represented by sets
of words only, although they have to be expressed in language, as we
have learned from the pragmatic perspective. Although they are
therefore necessarily observable in terms of words, this does not mean
that new properties may not emerge at higher levels of aggregation of
words (texts, journals). Such higher-level properties may then, at least
partially, organize and constrain what happens at lower levels: for
example, what makes an article a theoretical contribution can only be
decided within the context of the discipline; what makes a proposition
an argument is inherently constrained by theory; and what makes a
word-combination a lawlike concept is again dependent on the
argument. In science, each higher level of organization exerts control
over the lower levels, at least as contextual variables.”!

If we want to study such ‘epistemic networks’ empirically in terms
of the observable co-occurrence and co-absence of terms, we must
first decide what constitutes our unit of analysis, and then establish
the level of aggregation at which we wish to conduct our analysis.*
This present exploration will be limited to written communication in
the form of scientific articles, since we may assume that in the rational
repertoire of this very specific form of discourse the socially
contingent production of the article is cognitively suppressed as far as
possible.™

What then might the appropriate units of analysis be?

In any network analysis, we have to specify what counts as ‘nodes’
and what as ‘links’. Since co-occurrences of words clearly form the
links in the network (the ‘knitting’ in Hesse’s terminology), the
question becomes what to take as the nodes (the ‘knots’), and here
again we have to make some analytical distinctions.

Hesse defines ‘knots’ primarily at the epistemological level;
therefore, the ‘knots’ would not belong to the text. ‘Knots’ in a
particular science and at a particular time relate the network to
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reality; others mainly function to make theories consistent and
coherent.™ Hesse suggests that when science develops, what counts as
aknot in one context may function as a link in another. Since the links
are defined as ‘predicates and their lawlike relations’, this suggests
aiso that the nodes in the epistemic networks should be representable
as (relations among) words. This is consistent with Hesse’s general
insistence on the point that knowledge has meaning only in relation to
language, and not as a correspondence relation between language
and the world.*

Co-word analysts also usually take words as units of analysis to
create a ‘co-word matrix’ showing how many times two words occur
together in a given document set. However, although this procedure
1s consistent with the sociographic metaphor of words as actors that
maintain diadic relations, the use of the (symmetrical) co-word
matrix has several methodological drawbacks:*

1. We are interested not only in diadic relations among words, but
also in clusters of words with (structurally) equivalent positions in
relation to other words in the text. Since texts consist of many words,
a multivariate approach seems more appropriate; there is no reason a
priori, nor is there any statistical necessity, to ignore higher-order and
lower-order relations among documents — that is, relations involv-
ing three or more words, or only one word in common.

2. The significance of a co-occurrence can be tested only against the
expected value of co-occurrences with respect to distributions of
words in the document set. The strength of the association —
sometimes measured with the Jaccard index — is not a measure of the
probability of co-occurrence, but only a summary statistic of the
matrix indicating the relative weights of the co-occurrences.”’

3. A related complication, and one particularly relevant to the
present discussion, is that the co-word matrix is in a certain sense
detached from the underlying units. Of course, this is precisely one of
its purposes in the sociology of translation, where one needs a
measure which is transferable from document set to document set.
However, since in this case we are also interested in the hierarchical
relations among levels of analysis, we cannot abstract from specific
relations occurring only at certain levels of aggregation.

In the asymmetrical matrix of cases (documents, sentences,
sections, and so on) as units of analysis versus occurrences of relevant
words as variables, co-words represent a special category of those
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FIGURE 1
Basic Matrix of Sentences versus Words

word A B C D 4
sentence 1 1 0 0 2 0 0 0 1 0
sentence 2 1 1 o 0 0 0 1 1 0 } paragraph |
sentence 3 0 0 0 1 0 0 0 1 0

Paragraph 1 is in this example the sum of the rows, representing sentences 1 to 3

Aggregated Matrix of Paragraphs versus Words

word A B C D .. .. . . Z
paragraph 1 2 1 0o 3 0 0 1 3 0
paragraph 2 . . . . . . . . . } section |

Further Aggregated Matrices of Sections, Articles, Journals, etc., versus Words

wrd A B C D .. .. .. .. Z
section |
etc.
article 1
etc.
volume 1
etc.

cases which have two words in common.* In addition to the fact that
one now can take the full scope of all multivariate relations among
words into account, the relations among cases can be studied in terms
of words present or absent in them. For example, using the matrix of
sentences as cases and word-occurrences as the variables, one can
study both word-structures and among-sentence structures such as
paragraphs, sections, and so on. One can then analyze also the effects
of aggregation and disaggregation among the documents in relation
to issues concerning the composition of document sets, and sampling
from large databases.”

Two sentences seem to me to be the smallest meaningful units in a
text that can share a word, a co-occurrence of a word, and the like.
The same holds true at higher levels of aggregation for two
paragraphs, sections or documents. Sentences are composed of
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FIGURE 2
Aggregation and Organization of Textual Units
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words, and paragraphs are composed from sentences, sections from
paragraphs, and so on, so that we can conceptualize the aggregation
process as a repetitive and hence, routinizable process: words can add
up to sentences, sentences to paragraphs, and so on. At each higher
level, we can create a matrix of cases (that is, sentences, paragraphs,
sections, texts, and the like) versus the words occurring or absent in
the cases, on the basis of the matrix of sentences versus words by
straightforward aggregation. The crucial question now becomes
whether new structural properties of the matrix will emerge at higher
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levels of aggregation, and if so, how these properties can be analyzed
and interpreted (see also Figure 1).

In order to address this question, let us specify what we expect as
the relations between the levels of aggregation analyzable in texts and
the nesting of structures, as noted in the previous section. (For a
visual representation, see also Figure 2.) At the highest level of
aggregation in scientific literature, we find scientific journals and
books. Most journals can be clearly clustered in terms of disciplinary
and specialty structure, using various indicators (for example,
aggregated citations or index words).” In addition to dynamics
among journals and journal clusters, there is a dynamic among review
articles, research papers, technical notes, and the like, which may be
increasingly associated with the research front at the specialty level.*
As the (aggregated) journal level may be considered indicative of
specialty and disciplinary developments, the (aggregated) article
(review, notes and so on) level is presumably indicative of theoretical
developments within a journal structure. For example, a ‘significant’
article is probably a contribution to theory development at that
level.” The article, therefore, should itself carry a knowledge claim
expressed in an argument. To construct the argument, theoretical
entities, predicates, methodological rules, and warrants from earlier
research (such as citations) have to be arranged in a logical order.
Sections of the article organize the various elements involved: after
having laid out the problem in its relevant contexts, the author has to
specify the methods to be used, present the experimental data, draw
conclusions and discuss their implications for further theoretical
development. The argument is woven non-formally into this logical
order: sentence after sentence, paragraph after paragraph. The
question to address now is whether we can trace this structure bottom
up, using lexicon.

The obvious advantage of lexicon over syntax in empirical research
is that character-strings can be analyzed directly from the text
without much intervention by the analyst. The reconstruction of the
textual organization of scientific texts at this level would make it
possible in the longer term to integrate perspectives from information
retrieval, with its strong tradition of using words to query relations
among documents, and from artificial intelligence, which nowadays
is heavily focusing on parsing syntax. However, it is also precisely
here that the weak spots of this approach become manifest: term-term
associations are local in an unrestricted (natural language) environ-
ment,* and word distributions in texts are stochastical.* Our logic of



Leydesdorff: In Search of Epistemic Networks 85

reconstruction is oriented toward syntactical if-then statements, and
the (future) possibilities of the computer to analyze distributions of
words in enormous databases of scientific literature cannot be
expected to apply easily to such more deductive forms of reasoning.

Methods

The asymmetrical matrix of textual units (sentences, and the like) as
cases and occurrences of words as variables contains two eigen-
structures; one may inform us with respect to the ‘word structure’ in
the document set, and the other with respect to the organization
among the textual units. In information retrieval, the latter is referred
to as the ‘document structure’.

I have shown elsewhere that,* in restricted scientific document
sets,* the document structure is indicative for the boundaries of the
document set, while the word structure is indicative for codification in
word usage within document sets. Therefore, if we want to study the
relations among sentences (and the like) in terms of words in a
codified document, we should begin the analysis with a document set,
which is as narrowly restricted as possible.

The most restricted document set is one document. It is a plausible
assumption that in one and the same scientific article, authors will try
to prevent variance in the meanings of words, and hence word usage
can be expected to be as “codified’ as possible. As noted above, within
an article words can be attributed to sentences, paragraphs and
sections, which also maintain aggregative relations with one another.
If we attribute words to units at these various levels of aggregation,
do we find structure? If we do, what does this structure reveal in
cognitive terms?

Let us explore these questions with the help of an article by H.J.
Sips, A.K. Groen and J.M. Tager entitled ‘Plasma-Membrane
Transport of Alanine is Rate-Limiting for its Metabolism in Rat-
Liver Parenchymal Cells’, published in the October 1980 issue of
FEBS-Letters (Vol. 119), 271-74.%7 This article has the format of a
normal research report. Its main argument is that ‘the possible
connection between the transport of amino acid (across the mem-
brane, L) and its subsequent metabolism in the liver cell” which until
then had received only little attention, is a straightforward one of the
former being rate-limiting for the latter in the case of alanine. One
importance of this claim is that it makes the biochemical transport
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TABLE 1
93 Words and 33 Synonyms

ABSENCE
ACCUMULATION
ACID

ACT

AGREE

ALANINE
AMINO

AMINOOXYACETATE

ANALOGOU
ATTENTION
BATCH
BUFFER
CARRIED
CATABOLISM
CELL
CENTRIFUGE

CHAMBER
CHANGE
COLUMN
CONCENTRATION
CONCLUDE
CONDITION
CONSTANT
CONSUMPTION
DETERMINED
DRY

EFFECT
ENZYME
EQUILIBRIUM
EXPERIMENT
EXTERNAL
EXTRACELLULAR
FASTED

FED

FIG

GLUTAMATE
INCREASE
INCUBATION
INDICATE
INFLUENT
INHIBITED
INHIBITOR
INTEREST
INTRACELLULAR
ISOLATED

AGREEMENT

CATABOLIC

CENTRIFUGED, CENTRIFUGATION,
CENTRIFUGING

CONCLUSION

ENZYMIC
EQUILIBRATE
EXPERIMENTATION

INCREASED, INCREASING
INCUBATED, INCUBATING
INDICATED. INDICATIVE

INTRA-(and extracellular)



LeydesdorfY: In Search of Epistemic Networks

KINETIC

LEAD LED

LIMITING

LIVER

LOW

LOWER

MEASURE MEASUREMENT, MEASURED, MEASURING
MEDIUM

MEMBRANE

METABOLISM METABOLIC, METABOLIZED
METABOLITE

METHOD

MG

MIN

ML

MM MMM

MOL

OBSERVED OBSERVATION
OIL

OXOGLUTARATE

PARENCHYMAL

PERFORMED

PERIFUSATE

PERIFUSED (PERIFUSION)*
PHYSIOLOGICAL PHYSIOLOGICALLY
PLASMA

PRESENCE PRESENT
PYRUVATE

RAT

RATE

RESULT RESULTING
SAME

SAMPLE

SHOW SHOWN, SHOWED
SILICONE

SITUATION

STATE

STEP

SUBSEQUENT SUBSEQUENTLY
SUSPENSION

SYSTEM

TABLE

TRANSAMINASE

TRANSPORT

UPTAKE

USE USED, USING
VOLUME

WT

* PERIFUSION was left out of the analysis by mistake.
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mechanisms across the membrane relevant for those researchers who
focus mainly on metabolism within the liver cells, which is an area of
obvious medical interest. In addition to the empirical demonstration
of the rate-limiting character of the noted relation, the authors show,
in the last part of the article, that the claim is also warranted by one of
its theoretically justifiable consequences.*®

The text is organized in fifteen paragraphs, and three sections with
subheadings ‘Introduction’, ‘Materials and methods’, ‘Results and
discussion’. It contains 1832 words, of which 508 are unique,
organized into 59 sentences.*’ Additionally, there are two figures and
one table (with legends), an acknowledgement, and twenty footnotes.

For our analysis, we used only the text of the fifty-seven sentences
which constitute the argument (leaving out also the sentences of the
title and the acknowledgement).” With the exception of adverbs
directly derived from an adjective, all adverbs, numbers and
pronouns were excluded from the analysis. Synonyms, words with the
same root and various conjugations of verbs were stored in a
dictionary which was used during the analysis. In case of doubt, two
words were counted as having separate meanings. Sometimes this
required careful decisions: for example, in this text ‘metabolic’ was
counted as if it meant the same as ‘metabolism’, while ‘metabolite’
was counted separately.

Ninety-three meaningful words (or more precisely groups of
equivalent words) occurred more than once in the argument (Table
1). They are included in the analysis.”’ Their distribution is of course
skewed, ranging from alanine, which occurs 58 times, to 25 words which
occur only twice. In total, these 93 words occur 527 times in this text.

The basic matrix for the further analysis is that of 57 sentences
versus 93 words.*? The other relevant matrices can be composed as
aggregations within this matrix: for example, the aggregate of the first
eight sentences (rows) constitutes the introductory section as one
case. Therefore, one can generate from this matrix other matrices
which make it possible to study the sentence and word structure at the
level of the full text, in each paragraph and section, or among
paragraphs and among sections. (See also Table 2.) Each matrix can
be subjected to many types of multivariate analysis. In this study, all
these matrices have been factor-analyzed (both orthogonally and
obliquely), using SPSS.* For the graphic representation I will use
dendograms produced by CLUSTAN 2A.* Discriminant analysis
was used to test whether sentences belong to sections (and the like)
probabilistically in terms of the 93 words involved.”



