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ABSTRACT

This paper addresses three questions: What is the extent of research transfer in natural sciences and engineering in Canadian Universities? Are there differences between the disciplines with regard to the extent of transfer? What are the determinants of research transfer? This paper develops and tests an empirical model, which derives its dependent and independent variables from prior studies in technology transfer and knowledge transfer. The dependent variable transfer is not limited to commercialization. Transfer is defined as a process including seven activities going from sending research results to private firms, government agencies and other users outside the academic milieu up to commercialization of research results. Based on a survey of 1554 researchers funded by the Natural Sciences and Engineering Research Council of Canada (NSERC), comparisons of means of research transfer compare the extent of research transfer across six research fields. Multivariate regression analyses attempt to identify the determinants of research transfer by research field. The results of these analyses point to the fact that researchers are much more active in knowledge transfer activities occurring outside the context of commercialization than in knowledge transfer activities occurring in the context of commercialization of protected intellectual property. Thus, this paper adds to the relatively scanty evidence about knowledge transfer through examining knowledge transfer from a broader perspective than commercialization. The findings of this paper are also interesting for other reasons. We obtained statistical evidence indicating that researchers in certain research fields are much more active in knowledge transfer than those in other fields, thus pointing to differences in levels of knowledge activities across research fields. Furthermore, we obtained evidence showing that three determinants explain knowledge transfer across the six research fields considered in this study. These determinants are: users’ attitudes vis-à-vis research, dissemination efforts, and linkages between researchers and users of research. On the other hand, statistical evidence obtained indicates that the other determinants that influence knowledge transfer vary from one research field to the other. The last part of the paper will derive from the regression results’ implications for theory building, public policy and future research.

Introduction

This paper addresses three questions: What is the extent of research transfer in natural sciences and engineering in Canadian Universities? Are there differences between the disciplines with regard to the extent of transfer? What are the determinants of research transfer? Over recent decades, universities have become increasingly involved in knowledge transfer by establishing offices of technology transfer, technology licensing offices, business incubators, technology parks, venture capital funds for start-up companies. This trend has laid stress on the creation of spaces appropriate for the commercialization of protected intellectual property. A second trend, which has received much less attention, concerns the creation of spaces of exchange of knowledge in which knowledge is not commercialized. These two trends generate a paradox: the need to protect and commercialize knowledge has to live with the need to send out signals informing immediately potential users about “certain interesting results” (Cassier and Foray, 2002, 6). In this context, researchers need to achieve an equilibrium between disseminating information to potential users about their research results while maintaining property rights on the results of their research. Therefore, partial transfer of knowledge is required in order to inform potential users and thus, to induce them to enter in commercial relationships with the researchers. Scholarly studies on research transfer have laid most of their attention on the commercialization of research. Scholarly studies of transfer through signaling of research results are scanty. The purpose of this paper is to investigate the transfer of research results that do not involve commercial transactions.

Transfer is defined as a process including seven activities going from sending research results to private firms, government agencies and other users outside the academic milieu up to commercialization of research results. Based on a survey of 1554 researchers funded by the Natural Sciences and Engineering Research Council of Canada (NSERC), comparisons of means of research transfer will compare the extent of research transfer across research fields. Multivariate regression analyses will attempt to identify the determinants of research transfer by research field. The last part of the paper will derive from the regression results’ implications for theory building, public policy and future research.

Contextual Changes

Knowledge transfer is not a new issue in the agenda of policy makers. However, the issue calls for reexamination for at least four reasons. First, changes in the conception of universities have substantially modified the role of universities. The discovery of new knowledge is still considered to be the core business of universities. However, the translation of knowledge into new or improved products and services, into wealth alongside with research and teaching is becoming more and more important (Etzkowitz, 1999; Gibbons et al., 1994). Technological and business opportunities become more and more entangled into university research. Knowledge transfer appears to be the tool to seize these opportunities.

Second, economic and political conditions have modified the space for transfer of knowledge. Globalization and intensification of competition have induced the business community to become more receptive to ideas produced in the academic community while downsizing in corporate research staff has created a void filled by university researchers (Rynes et al., 2001; Cohen et al., 1998; Crépon and Duguet, 1997). Public policies have been adapted or developed to meet these new economic conditions in a way to foster more productive university-industry collaboration (Rynes et al., 2001; Cohen et al., 1998). These changes have created additional opportunities for knowledge transfer.

Third, the reduction of government funding to universities as a percentage of their total revenues over the last twenty years in many countries has made universities more dependent on private funds (Slaughter and Leslie, 1997). This new dependency has increased incentives for researchers to pay more attention to knowledge that can be translated in the short run into new or improved products or services.

Fourth, knowledge is more and more considered as a production factor that defines the ability of firms and organizations to evolve and adapt in a rapidly changing environment. Knowledge is more and more considered as a source of comparative advantage and, therefore, its transfer becomes an issue of strategic importance for firms and organizations (Albino et al, 1999; Cohen and Levinthal, 1990).

Taken together, these changes have significantly increased opportunities for knowledge transfer. There is anecdotal evidence suggesting that academics have responded to these new opportunities by becoming more active in knowledge transfer. However, empirical evidence on the extent and determinants of this phenomenon is still scanty. 

Previous Research

Most studies on knowledge transfer focus on the commercialization of protected intellectual property. Knowledge transfer between universities and industry or government agencies has been tracked through patent data (Mowery, Sampat and Ziedonis, 2002; Henderson, Jaffe and Trajtenberg, 1998; Hall and Ziedonis, 2001), citation analyses (Spencer, 2001), licensing (Thursby and Thursby, 2002; Jensen and Thursby, 2001), spin-off creations (Shane and Stuart, 2002; Zucker, Darby and Armstrong, 2002), collaboration between universities and industry and/or government agencies (Cohen, Nelson and Walsh, 2002; Lee, 1996; Irwin et al., 1998; Owen-Smith et al., 2002), assessment of university technology transfer offices (Rogers, Yin and Hoffmann, 2000; Siegel, Waldman and Link, 1999; Trune and Goslin, 1998).

Most of these studies tracking knowledge transfer lay emphasis on two components: the transfer of protected intellectual property and the commercial aspects of transfer. Studies covering the transfer of knowledge that is not protected and exchanged outside the context of commercialization are very scanty. This is the gap that this study addresses.

Conceptual Framework

The debate on transfer of university research begins by assuming that universities control an enormous pool of knowledge that is underexploited. One of the most frequently cited causes of this underexploitation is described as the cultural gap separating the researchers from the users of research (Snow, 1959; Caplan, 1979; Declercq, 1981; Oh and Rich, 1996). In itself, this diagnostic suggests that the identification and exploitation of the opportunities provided by research are driven by three complementary elements: a science/technology push element, a market/pull element and a coordination/interaction element. Let us review these three elements in turn.

The science/technology push approach assumes that the supply of advances in research drives the knowledge transfer.  Research pushes its way into applications, into the development or improvement of products and services. The assumption is that a researcher or an entrepreneur sees opportunities of translation of research into innovations from research results that have little or no current applications. Users are not aware they need a new product or service until it is provided on the market. It is assumed that transfer follows a linear sequence from supply of research to applications by entrepreneurs operating in firms or decision-makers operating in non-profit organizations. The advances in research can be observed by paying attention to various indicators of research findings, especially assets of publications and intellectual property, domains of scientific contributions, number of years of experience of researchers, and funding of research.

The market/pull element drives the knowledge transfer process when entrepreneurs or decision-makers seek opportunities of applications of research findings to develop new products and services or to improve existing products and services. In this case, the users pull research results into applications. It is assumed that the pull element is triggered by needs and demand of users of research. Mowery and Rosenberg (1979), and more recently Freeman (1998), have pointed out that the supporters of this approach to knowledge transfer tend to create confusion between needs and demand and between potential and effective demand. In the literature on knowledge transfer, the needs and demand have been measured by using indicators regarding various contextual factors in which firms or non-profit organizations operate.

The translation of research findings into application neither depends solely on push factors nor solely on pull factors. As pointed out recently by Rogers (2002:325), “The fundamental difficulty in the technology transfer process traces to the dissimilarity … of the participants in the process”. Research findings are commodities characterized by asymmetries and excludability. Asymmetry of information between the researchers and users of research arises when the users cannot evaluate precisely the applicability of the research transferred until they attempt to translate it into new or improved products or services. In a context of asymmetry, the transfer of knowledge is unlikely if researchers and users of research do not have frequent interactions. Forging linkages between researchers and users of research can bridge this information asymmetry and facilitate the exploitation of the opportunities provided by research. As for excludability, it arises either from the complexity of the knowledge or from the tacit nature of the knowledge that is necessary to translate efficiently research findings into applications (Poyago-Theotoky, Beath and Siegel, 2002). In fact, the research findings transferred to users cannot be applied until they are submitted to an interpretation process. This interpretation process depends on the knowledge expertise of the receiving organizations and its efficiency can be increased by developing linkages and interactions between the researchers and users of research. Therefore, knowledge transfer depends on the opportunities created by the linkages relating the researchers to users of research. If this analysis is correct, interactions precede deals, and as suggested by Hameri (1996: 53), the objective of knowledge transfer “…is not to close as many deals as possible and to make profit directly, but to focus on the content and the possible gains of the interaction, which are, hopefully, rewarded in the future… In its purest form technology transfer is seen as an errand with no clear understanding of the outcome, yet the collaborating parties bring in their special and diverse skills to promote the results.”. Therefore, one of the major determinants of knowledge transfer refers to the linkages joining the researchers to users of research.

Methods

Sample

The population for this study consists of the researchers funded by the Natural Sciences and Engineering Research Council of Canada (NSERC)). The random sample for this study was prepared by NSERC in order to represent 25 categories of research fields. The survey was administered by telephone by a private survey firm between February 18 and March 27, 2002. The survey generated 1554 usable questionnaires. It represents 81% of the respondents who were reached by the survey firm. Incomplete interviews amounted to 1%, missed appointments with respondents totaled 4% and refusals to participate in the survey added up to 14% of the researchers reached by the survey firm. The possibility of non-response bias was verified by comparing the number of the respondents to those of the original population sample for 25 categories of research fields. Every category of research fields is statistically well represented in the completed questionnaires except for the category pure and applied mathematics which is under-represented. Such a data set composed of 1554 researchers of diverse research fields in natural sciences and engineering is especially appropriate to study the factors explaining knowledge transfer.

Instruments and Measures

The questionnaire was developed from a literature review and in collaboration with the Program evaluation officers of NSERC. The questionnaire was pretested by the survey firm. The questionnaire invited the respondents to focus on their activities of knowledge transfer, linkages they have with potential users of research, adaptation of research results for potential users, context of potential users, funding of research projects, publications and effort regarding the protection of intellectual property. Most of the items in the questionnaire followed 5-point Likert-type scales. 

For each variable with multiple item scales included in the econometric model, we have performed a reliability analysis to study the properties of measurement scales and the items that make them up. This analysis calculates a number of commonly used measures of scale reliability and also provides information about the relationships between individual items in the scale. In the present study, we have used the Alpha (Cronbach) model of reliability. This is a model of internal consistency, based on the average inter-item correlation. Appendix 2 shows the Cronbach’s ( for all the independent variables based on multiple item scales included in the model. The values of the ( coefficients reported in Appendix 2 indicate that all of the multiple item scales employed in this study are reliable. 

Furthermore, we have used the probability plots to determine whether the distribution of each variable matches a normal distribution. More specifically, we have used the Q-Q plots procedure that Plots the quantiles of a variable's distribution against the quantiles of a normal distribution.

For all the variables included in the model except publication assets, budget allocated to transfer and total research funding, we have found that the observations clustered around a straight line, corresponding to normal distributions. For each variable, we have also performed skewness statistics to assert if the distribution was symmetric, which is a characteristic of normal distributions. The skewness values of all variables included in the model are lower than 1, which generally indicates that the distributions of those variables do not differ significantly from a normal distribution.

Finally,  for the three variables  publication assets, budget allocated to transfer and total research funding that did not match normal distributions we have used the natural logarithms transformation, and the probability plots for the transformed values as well as the skewness statistics indicated that the transformed variables did not differ significantly from a normal distribution.

Respondents and Knowledge Transfer

Studies on technology transfer define transfer as the transfer of physical devices and proprietary information from a laboratory to a firm or a government agency. As pointed out in the conceptual framework section of this paper, transfer cannot be limited to commercialization. In practice, knowledge transfer turns out to refer to an “amalgam of various results and concepts, rather than the results from a particular study or researcher” (Beyer and Trice, 1982: 605). In this paper, transfer is defined as a process feeding the various needs and stages in the decision-making processes of firms and government agencies. This process is operationally defined as including seven activities: transmission, presentation, effort, consultation, use, business activities and commercialization. Each of these activities is defined in Table 1. The computation of the answers for the question on knowledge transfer shows that 27% of the researchers surveyed often or very often send their research to private firms, government agencies and other users outside the academic milieu. At the other extreme, 26.4% of the respondents never send their research results to users from outside the academic milieu or consider that this question does not apply to their situation. Similarly, 27% of the respondents indicated that they have often or very often been invited to present their research results to groups and organizations which could make direct use of them. At the next stage, 17.3% of the respondents have often or very often been asked to sit in on working groups that were involved in efforts to directly apply new knowledge including their own research. The results of Table 1 also show that 23% of the researchers surveyed have often or very often provided consulting services to private firms, government agencies or organizations associated with their research field. It is 21,6% of the respondents who indicated that the use of their research results has contributed to the development of new or improved goods or services. Slightly less than 10% of the respondents have often or very often been involved in business activities outside laboratories that are related to their research activities while 62,7% indicated that they had never been involved in such business activities. Finally, 8,6% of the respondents have indicated that others have often or very often attempted to commercialize the results of their research while 54.2% of the respondents indicated that there has never been any attempt by others to commercialize the results of their research. These figures suggest that the transfer of knowledge that does not involve commercialization is much more frequent than the transfer of knowledge involving the commercialization of research. These figures do not consider possible differences in transfer from across research fields. This is the issue that we will now look into.

Table 1 here

To compare the level of knowledge transfer across research fields, we have used a one way Anova, more specifically Duncan’s multiple range test, which compares the means for groups in homogeneous subsets. This test is appropriate to group the different research fields into homogeneous subsets, that is research fields between which the differences of means are not statistically significant, and hence, to compare the means of the different subsets. The null hypothesis tested is the equality of means for the variable knowledge transfer between the different research fields. An additive index including the seven activities of knowledge transfer identified in Table 1 was developed on the following bases: the respondents were invited to indicate on a 1 to 5 scale (where, 1 = never and 5= very often) how accurately each of the seven statements described the transfer of their research for the last five years. The scores of each respondent were weighted by the number of knowledge transfer activities they had undertaken. Therefore, the mean scores of transfer can range from 1 to 5.

The results of Duncan’s test are reported in Table 2. They indicate that there are four homogeneous subsets of research fields that are statistically different regarding the level of knowledge transfer.  The researchers in engineering stand apart with the highest mean score (2.81) followed by the researchers in earth sciences (2.48). At the other extreme, there is no significant statistical difference between the researchers in the field of mathematics and statistics and in the field of physics and space. These two groups of research fields have the lowest performance in the matter of knowledge transfer. As shown in Table 2, there is no significant statistical difference between the following three research fields in the matter of knowledge transfer: 1) chemistry; 2) life sciences; and 3) computer sciences. These three research fields are in the middle category performing better than mathematics, statistics, physics and space, but below the performances of earth sciences and engineering. Overall, these results confirm that research fields matter and that the researchers involved in certain fields are more active in knowledge transfer than those in other fields. How can one explain these differences in magnitudes of knowledge transfer? This is the question that we will now consider with regression models.

Table 2 here

Regression models

To study the impact of the explanatory variables on the quantitative dependent variable, we have developed the following ordinary least squares model: 

KT =  + USERATT + USERCON + LINKAGE +  DISSEMI + RADICAL +  BUDTRAN + TOTFUND + VARFUND + PUBLICA +  INTPROP + EXPER + METROP + FIELDS + 
Where the dependent variable, knowledge transfer (KT), is measured by an index including the seven activities of transfer introduced in Table 1. The operational definition of this index was presented in the previous section. The operational definitions of the independent variables are presented in Appendix 1. An item analysis of the variables based on multiple items scales was performed by computing Cronbach’s Alpha. The results of this test are reported in Appendix 2. 

and where

 (i= 0…….13) are coefficients.

This model is estimated for the research fields altogether and it is also estimated by taking separately each of the six research fields indicated in Table 3 because we hypothesize that knowledge transfer is not necessarily explained by the same variables from one field to the other.

The regression results are summarized in Table 3. It can be seen that, in the comprehensive model that includes the respondents from across all the research fields,  users’ attitudes vis-à-vis research, contributions made by users regarding knowledge transfer, intensity of linkages between researchers and users, intensity of dissemination efforts, radicalness of research results, budget that researchers allocate for knowledge transfer, number of publications, intensity of effort in the matter of protection of intellectual property, number of years of experience in research since completion of Ph.D, and research in engineering instead of other research fields are significantly related to knowledge transfer. All these explanatory variables are positively related to knowledge transfer except the variable radicalness of research where the negative sign indicates that respondents offering research results that require radical changes in resources by users are less likely to transfer their research results than the other researchers. The three other variables included in the model, namely, total amount of research funding, the variety of sources of funding and the location in a metropolitan region rather than in a non-metropolitan region, were found not related to knowledge transfer. The total amount of variance in the magnitude of knowledge transfer explained by this model is shown by the adjusted R2 to be .65. In a second stage, we have used the same explanatory variables to show that the same variables are not equally important in all the research fields in accounting for knowledge transfer.

The next six columns of table 3 report the regression results for each of the six research fields considered in the study. Let us first consider the capacity of the different variables to explain knowledge transfer in the different research fields. Users’ attitudes vis-à-vis research, linkages between researchers and users of research and intensity of dissemination efforts made by researchers explain knowledge transfer in the six research fields considered. The effort made by the researchers to protect their intellectual property explain significantly knowledge transfer in all the research fields with the exception of mathematics, statistics, physics and space sciences. The number of years of experience in research also explains significantly knowledge transfer in engineering, chemistry, computer sciences and life sciences, but not in the other research fields. Contributions made by users in the matter of transfer has a positive impact on knowledge transfer in engineering and life sciences, a negative impact in mathematics, statistics, physics and space sciences, and no impact in the other research fields. Increases in the total research budget contribute to increase knowledge transfer in engineering, computer sciences and earth sciences, but not in the other research fields. The radical character of research exerts a negative impact on knowledge transfer in mathematics, statistics, physics and space sciences and in life sciences, but has no impact on the other research fields. As for the number of publications, it contributes to increase knowledge transfer in engineering and life sciences while having no impact in the other research fields. Likewise, the budget allocated by researchers to knowledge transfer has a positive impact on transfer in engineering and life sciences, but no impact in the other research fields. Finally, the variety of the most important sources of funding has a positive impact only in chemistry and no impact in the other research fields while similarly, the localization in a metropolitan region rather than in a non-metropolitan region contributes to increase knowledge transfer in chemistry while having no impact in the other research fields.

Let us now turn our attention from the variables to the research fields. The results of Duncan’s test presented in Table 2 indicate that the policy domains can be grouped into four different levels of knowledge transfer. Engineering is the research field which ranked the highest on the index of knowledge transfer (Table 2). As can be seen in Table 3, users’ attitudes, users’ contributions, linkages, dissemination efforts, budget allocated to transfer, total research budget, number of publications, effort of protection of intellectual property, and experience are significantly related to the transfer of knowledge in engineering.  The three other explanatory factors are not significantly associated to knowledge transfer in engineering. The total amount of variance in knowledge transfer explained in this research field is shown by the adjusted R2 to be .62. The field of earth sciences ranked second in the index of knowledge transfer. Its performance is explained by five variables: users’ attitudes, linkages, dissemination efforts, total research budget and effort of protection of intellectual property. The seven other variables do not explain knowledge transfer in earth sciences. The total amount of variance in knowledge transfer explained in earth sciences is shown by the adjusted R2 to be .546. At the other extreme of the scores, one can see that knowledge transfer in mathematics, statistics, physics and space sciences is explained by five variables out of which three are common to all disciplines: users’ attitudes, linkages and dissemination efforts. In these research fields, and contrary to what happens in engineering and life sciences, users’ contributions to knowledge transfer have a negative impact on knowledge transfer. Likewise, in the fields of mathematics, statistics, physics and space sciences, radicalness of research has a negative impact on transfer. The seven other variables do not explain transfer in these fields. The total amount of variance in knowledge transfer explained in these fields is shown by the adjusted R2 to be .599.  The field of chemistry, which ranked in the middle group in the index of knowledge transfer, stands apart from the other disciplines by being influenced by two variables that have no impact in the other research fields. As can be seen in Table 3, the variety of sources of funding and the localization in metropolitan regions have respectively a positive and a negative impact on knowledge transfer in chemistry, but not in the other research fields. The total amount of variance in knowledge transfer explained in chemistry is shown by the adjusted R2 to be .638.

Discussions and Implications

This paper develops and tests a model of how researchers in natural sciences and engineering transfer knowledge outside the academic community. Starting with concrete activities of knowledge transfer, we obtained statistical evidence pointing to the fact that researchers are much more active in knowledge transfer activities occurring outside the context of commercialization than in knowledge transfer activities occurring in the context of commercialization of protected intellectual property. Thus, this paper adds to the relatively scanty evidence about knowledge transfer through examining knowledge transfer from a broader perspective than commercialization.

The findings of this paper are also interesting for other reasons. We obtained statistical evidence indicating that researchers in certain research fields are much more active in knowledge transfer than those in other fields, thus pointing to differences in levels of knowledge activities across research fields. Furthermore, we obtained evidence showing that three determinants explain knowledge transfer across the six research fields considered in this study. These determinants are: users’ attitudes vis-à-vis research, dissemination efforts, and linkages between researchers and users of research. On the other hand, statistical evidence obtained indicates that the other determinants that influence knowledge transfer vary from one research field to the other.

These results carry some very practical implications. First, more attention should be paid to the transfer of knowledge that does not involve the commercialization of protected intellectual property. As a consequence, the mandate of university technology transfer offices could or should be revised to create spaces for sharing knowledge which does not lend to commercialization of PIP. Second, policies aiming to foster knowledge transfer should take into account that the three predictors of knowledge transfer that significantly explain transfer across all the research fields are the only intervention variables which can be used to implement  universal policy measures. Third, in addition to such universal policy measures, customized measures should be developed to increase knowledge transfer given that certain variables contribute to increase transfer in certain research fields but not in others. Fourth, increasing knowledge transfer in engineering and life sciences calls for an approach that differs markedly from the other research fields because knowledge transfer depends on a larger set of complementary factors (nine significant explanatory variables) than it is the case for the other research fields where transfer is influenced by a smaller number of factors.

The results of this study show that knowledge cannot be reduced to the forging of better linkages between researchers and users of research. Knowledge transfer is also influenced by contingent factors that are difficult to integrate into general theories on knowledge transfer. Therefore, more theoretical and empirical research is needed to shed light on these contingent factors. Finally, the results of this paper also suggest that research should be conducted on the signaling role played through the transfer of research that does not involve commercialization. We know almost nothing on the complementarities between the commercialization of research and the need to send out signals informing potential users about interesting research results which would induce them to enter in commercial relationships with the researchers.
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	Table 1: Frequency distribution by stages of knowledge transfer

	
	Frequency of knowledge transfer

	
	Does not apply and missing data
	Never

(1)
	Rarely

(2)
	Sometimes

(3)
	Often

(4)
	Very often

(5)
	Total
	Average on 1 to 5 scale

(S.D)a

	Stages of transfer
	Frequency

(Percent)
	Frequency

(Percent)
	Frequency

(Percent)
	Frequency

(Percent)
	Frequency

(Percent)
	Frequency

(Percent)
	Frequency

(Percent)
	

	Transmission:
	I have sent my research results to private firms, government agencies and other users outside the academic milieu.

	
	51

(3.3)
	359

(23.1)
	286

(18.4)
	439

(28.2)
	307

(19.8)
	112

(7.2)
	1554

(100)
	2.68

(1.24)

	Presentation:
	I have been invited to present my research results to groups and organizations who could make direct use of them.

	
	49

(3.1)
	297

(19.1)
	241

(15.5)
	547

(35.2)
	329

(21.2)
	91

(5.9)
	1554

(100)
	2.78

(1.17)

	Effort:
	I have been asked to sit in on working groups that were involved in efforts to directly apply new knowledge including my own research.

	
	49

(3.2)
	505

(32.5)
	302

(19.4)
	429

(27.6)
	224

(14.4)
	45

(2.9)
	1554

(100)
	2.34

(1.17)

	Consultation:
	I have provided consulting services to private firms, government agencies or organizations associated with my research field.

	
	54

(3.5)
	382

(24.6)
	229

(14.7)
	530

(34.1)
	287

(18.5)
	72

(4.6)
	1554

(100)
	2.62

(1.19)

	Use:
	The use of my research results has contributed to the development of new or improved goods or services.

	
	100

(6.5)
	400

(25.7)
	209

(13.4)
	509

(32.8)
	256

(16.5)
	 80

(5.1)
	1554

(100)
	2.59

(1.21)

	Business activities:
	I am involved in business activities outside laboratories that are related to my research activities.



	
	57

(3.8)
	975

(62.7)
	168

(10.8)
	207

(13.3)
	109

(7.0)
	38

(2.4)
	1554

(100)
	1.71

(1.11)

	Commercialization:
	Others have attempted to commercialize the results of my research.



	
	74

(4.8)
	842

(54.2)
	199

(12.8)
	305

(19.6)
	106

(6.8)
	28

(1.8)
	1554

(100)
	1.84

(1.10)


a  Standard deviation.

Table 2: Means of knowledge transfer for groups of natural sciences and engineering disciplines in homogeneous subsets (Duncan’s Test)
	Index of intensity of transfer
	
	Subset for alpha = .05

	Groups of disciplines
	Number of cases
	1
	2
	3
	4

	Mathematics and statistics
	93
	1.85
	
	
	

	Physics and space
	134
	1.92
	
	
	

	Chemistry
	127
	
	2.14
	
	

	Life sciences
	442
	
	2.19
	
	

	Computer sciences
	126
	
	2.20
	
	

	Earth sciences
	126
	
	
	2.48
	

	Engineering
	475
	
	
	
	2.81

	
	
	
	
	
	

	Significancea
	
	.414
	.504
	1.000
	1.000


a When the significance test is above the threshold alpha = .05, the null hypothesis cannot be rejected.
	Table 3 : Regression equations predicting transfer of research in natural sciences and engineering

	
	All research fields
	Engineering 


	Chemistry 
	Physics, Space, Mathematics  and statistics
	Computer Sciences 
	Earth Sciences
	Life Sciences

	Independent variables
	

	Intercept
	-.032


	-.620


	-.483


	.982


	-1.348


	-.924


	.379

	Users' context
	

	Users’ attitudes

(USERATT)
	.145

(6.80) ***
	.140

(3.11) *** 
	.054

(.59)
	.217

(4.09) ***
	.144

(2.28) **
	.301

(3.42) ***
	.124

(3.40) ***

	Users’ Contributions

(USERCON)
	.040

(1.74) **
	.080

(1.71) **
	-.038

(-.48)
	-.092

(-1.64) **
	.048

(.701)
	-.005

(-.01)
	.098

(2.36) ***

	Linkage mechanisms
	

	Linkages

(LINKAGE)
	.222

(8.85) ***
	.196

(4.46) ***
	.335

(3.45) ***
	.283

(4.16) ***
	.232

(2.66) ***
	.211

(2.24) **
	.169

(3.37) ***

	Dissemination 
	

	Dissemination efforts

(DISSEMI)
	.397

(13.55) ***
	.463

(11.24) ***
	.286

(3.50) ***
	.407

(6.40) ***
	.452

(5.78) ***
	.220

(2.24) **
	.358

(7.63) ***

	Impediments to transfer
	
	
	
	
	
	
	

	Radicalness of research

(RADICAL)
	-.040

(-1.65) **
	.046

(1.07) 
	.046

(.48)
	-.176

(-2.80) ***
	-.004

(-.04)
	.062

(.69)
	-.121

(-2.48) ***

	Funding
	

	Ln[Budget allocated

 to transfer] a
(BUDTRAN)
	.012

(3.05) ***
	.015

(2.20) **
	.004

(.38)
	.009

(.780)
	.003

(.27)
	.002

(.11)
	.020

(2.47) ***

	Ln[Total research funding]

(TOTFUND)
	.005

(.69) 
	.022

(1.59)*
	.039

(.72)
	-.008

(-.67)
	.101

(1.99) **
	.069

(1.35) *
	-.008

(-.30) 

	Variety of sources 

of funding

(VARFUND)
	.014

(.79) 
	-.011

(-.41)
	.170

(2.70) ***
	.064

(1.04)
	.025

(.42)
	-.020

(-.26)
	-.017

(-.55)

	Researchers’ context
	

	Ln[Publication  assets]

(PUBLICA)
	.022

(1.80) **
	.047

(1.80)**
	.022

(.49)
	-.031

(-.83)
	-.025

(-.88)
	.037

(.83)
	.042

(1.75) **

	Protection of

 intellectual property 

(INTPROP)
	.222

(6.88) ***
	.122

(2.35) ***
	.359

(3.19) ***
	.047

(.41)
	.147

(1.40) *
	.239

(1.77) **
	.352

(5.61) ***

	Experience 

(EXPER)
	.005

(3.99) ***
	.007

(3.24) ***
	.011

(2.41) ***
	-.004

(-1.12) 
	.009

(1.68) **
	-.003

(-.07)
	.011

(3.78) ***

	Metropolitan

(METROP)
	.013

(.40)
	.064

(1.10)
	-.206

(-1.98) **
	-.085

(-.84)
	.061

(.54)
	.009

(.07)
	-.026

(-.39)

	Research fields

(FIELDS)
	.182

(5.54) ***
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	N
	1134
	386
	94
	134
	99
	91
	325

	Adjusted R2
	.654
	.620
	.638
	.599
	.667
	.546
	.627

	F
	165.52
	53.53
	14.82
	17.70
	17.55
	10.12
	46.53

	a Ln indicates the logarithmic transformation of the variable whose name it precedes.

Figures between parentheses indicate T ratios.

*, ** and *** indicate that the variable is significant at 10 %, 5 % and 1 % level respectively.


	Appendix 1: Definitions of independent variables*

	Users’ context
	

	
	Please indicate the extent to which you agree or disagree with the following statements regarding your research of the past five years. (1= Strongly disagree to 5=Strongly agree) 

	Users’ attitudes index
	· I believe my research targets users such as private firms and government agencies; 

· I believe my research is considered relevant by users such as private firms and government agencies;

· I believe my research responds to the needs and expectations of users such as private firms and government agencies;

· I believe my research has credibility among users such as private firms and government agencies.

	Contributions provided by users index
	In your research field, users such as private firms, industrial associations, and government agencies...? (1= Strongly disagree to 5=Strongly agree)

	
	· Create events for dissemination of research;

· Create opportunities to develop joint university-user research initiatives;

· Invest financial or human resources in joint university-user research and/or research transfer;

· Develop or improve products or processes based on university research results.

	Linkages between researchers and users
	

	Linkage 

mechanisms index
	How often during the past five years did you…? (1= Never to 5 =Very often)

	
	· Participate in workshops organized by private firms or government agencies;

· Participate in industry or government experts groups, expert committees;

· Produce newsletters and information delivered directly to private firms or government agencies;

· Send technical reports to private firms or government agencies by e-mail;

·  Participate in networks of private firms or government agencies (e.g. Canadian Technology Network,..).

	Dissemination

	

	Dissemination 

efforts index
	With respect to adapting research results for users, how frequently do you personally...? (1= Never to 5 =Very often)

	
	· Present research results in non technical language to private firms, government agencies or mass media journalists;

· Provide examples of demonstrations of how to use research results;

· Disseminate reports and products that are appealing to your target audience (for example: attention to graphics, color, humor, packaging);

· Prepare reports on specific topics to target private firms or government agencies;

· Discuss the implications of research results for use with private firms or government agencies.

	Publication assets
	The total number of articles, chapters of books and books published during the last 5 years. The books were multiplied by 5.

	Experience 
	The number of years between 2002 and the year of completion of Ph.D.


	Appendix 1 (continued) : Definitions of independent variables

	Impediments to transfer
	

	Radicalness of research
	Using the results of my research to develop new or improved products, processes or services would require.(1= Strongly disagree to 5=Strongly agree)

	
	· The use of new materials;

· The use of radically new technology;

· New production techniques;

· Significant financial investments;

· Better information on the various options a researcher has (how to create a spinoff company, legal info, etc.);

· A stronger research base and highly qualified personnel in the user sector;

· A stronger risk-taking culture in the industry/user sector.

	Funding
	

	Budget allocated to transfer
	Proportion of research budget expended by the respondent during the last year on professional (non scholarly) conferences, symposia, workshops and dissemination of research to users such as private firms, industrial associations and government agencies.

	Total research funding
	Total research funding (for research projects and infrastructure) of the respondent’s laboratory for 2001?

	Variety of the most important of sources of funding
	The summation of the number of different sources of funding that are considered very important or extremely important to the success of the respondent’s research projects in the past 5 years.  It is an index that can range from 0 to 5. The five sources of funding are:

	
	· Internal funding from my university;

· Research councils (eg. NSERC, or equivalent provincial research councils);

· Private firms;

· Private Foundations;

· Federal and provincial government departments and agencies (excluding federal and provincial funding councils).

	Effort of protection of IP
	Binary variable coded 1 if, over the past 5 years, the respondent or his university, on his behalf, engage in at least one of the following forms of intellectual property protection,  and 0 otherwise.

	
	· Filing of patents applications;

· Registration of copyright for computer software or databases;

· Registration of copyright for educational material;

· Registration of Integrated circuit topographies;

· Registration of industrial designs;

· Filing for protection of trademarks;

· Filing of applications for plant breeders' rights.

	Metropolitan
	Binary variable coded 1 if the university of affiliation of respondent is located in metropolitan region, and 0 otherwise. The metropolitan regions are: 

	
	· Toronto; South of Ontario; Montréal; Québec; Vancouver; Edmonton; Calgary; Manitoba and Winnipeg.

	Fields 
	Binary variable coded 1 if the respondent is a researcher in engineering, and 0 otherwise


* For indices, the scores of the respondents are weighted by the number of items for which they have not answered "Does not apply".

	Appendix 2: Internal reliability coefficients (Cronbach’s alpha) for variables including multiple item scales

	Variables names
	Number of cases
	Number of items

 in indices
	(

	Transfer of research

(TRANSF)
	1416
	7
	.84

	Users’ attitudes

(USERATT)
	1392
	4
	.89

	Users’ Contributions

(USERCON)
	1367
	4
	.78

	Linkages

(LINKAGE)
	1498
	5
	.77

	Dissemination efforts

(DISSEMI)
	1437
	5
	.81

	Radicalness of research

(RADICAL)
	1182
	7
	.73
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